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Instructions :

1. The question paper is divided in five units. Each unit carries an internal
choice.

2. Attempt one question from each unit. Thus attempt five questions in all.

3. All questions carry equal marks.

4, Assume suitable data wherever necessary.

5. English version should be deemed to be correct in case of any anomaly in
translation.

6. Candidate should write his/her Roll Number at the prescribed space on the

question paper.
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e I/(Unit I)
1. Al G N ? 909 999 | 39 F A9 § 2 Al & SYIN Kl &9 H @I | 16

What is an AI Technique ? Explain its advantage in modern age. Describe Al
application in brief.

AYA/(Or)
2. (@) @t fo=m % feoza &1 Twemed) @ fodd y&R © 2 8
Discuss the design of a learning system and its types.
(b) Ut AR w1 HEY H oFaEd | 8

Describe probabilities theory in brief.
gee II/(Unit ID)
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Write short notes on the following :
(@) Forward and backward chaining
b) Depth first search and breadth first search.
A/ (Or)
4,  Yiwm fredd dw AO* STENRed 1 3T IHL A | 16
Explain problem reduction and AO* algorithm with example.
3Rl III/(Unit IID)
5. o fOSReH #1 € 2 Afes RUS=IM & Wi q91 O #® ¥ O? 16

What is Knowledge Representation ? Explain features and characteristics of
knowledge representation.

AdT/(Or)
6. fm w wafa feooft fafed . 16
Write short note on the following :
(@) Semantic Network
b) Horn’s Clauses
(c) Scripts

d) Conceptual dependency.
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313 IV/(Unit IV)
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Define Linear Model of Regression with their properties. Explain Linear Modal

for classification.
31a/(Or)
Th WIRE H S0 9 guesd | fefas 3 qur Ui asx wifafad @ SdEdl 16

Define back propagation with example. Discuss the decision trees and support

vector analysis.
e V/(Unit V)
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What are the expert systems ? Give architecture of expert system. Briefly explain

in case studies.

AA4T/(Or)
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Explain Natural Language Processing. What is the difference between Informa-

tion retrieval and Information extraction ?
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